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The ISO specification language LLOTOS is a Formal Description Technique for concurrent
systems. This paper presents the main features of the CESAR system, intended for for-
mal verification of LOTOS specifications by model-checking. This tool compiles a subset
of LOTOS into extended Petri Nets, then into state graphs, which can be verified by using
either temporal logics or automata equivalences. The design choices and the principles of
functioning of CESAR are described and compared to those of other LOTOS tools. The pa-
per also proposes ideas to deal with the state explosion problem arising in verification by
model-checking.

Introduction

System designers are often confronted with the verification problem, i.e., checking that a specification is
correct with respect to some requirements, and the implementation problem, i.e., deriving an executable
realization of a correct specification. In these areas, using automated tools to assist human work is
highly desirable. Formal Description Techniques, such as LoTos [ISO88] [BB88], are a prerequisite for
the development of automatic methods.

This paper presents an approach for the efficient compilation and verification of LOTOS specifications.
Although this approach was originally intended for formal verification by model-checking, it is in fact
more general and can also be applied to interactive simulation, test generation and code generation
purposes.

The technique described here has been fully implemented in the CESAR system. CESAR belongs to the
CESAR family of verification tools for concurrent systems (QUASAR [FSS83] for a CSP-like language
and XESAR [RRSV87] [GRRV89] for an ESTELLE dialect).

This paper is organized as follows. Section 1 discusses verification issues for LOTOS. Section 2 presents
the general principles of the compilation technique used in C&SAR. The architecture of CESAR and the
translation algorithms are described in section 3, although it is not possible to give here all technical
details (a formal presentation can be found in [Gar89a]). Finally, section 4 discusses the results and the
limitations of the CESAR approach, and suggests solutions to cope with the state explosion problem
inherent to the model-checking approach.

1 Verification of LOTOS specifications

A first step in computer-aided analysis of LOTOS specifications is debugging. Several simulators (i.e.,
interpreters) are available for LoTos, for instance Hippo [vE89] and UO-LoTos [GL88]. These tools
help designers discovering semantic errors by tracing and monitoring some possible execution sequences.
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However, the simulation approach is not always sufficient, since it does not allow to find all design
errors. Moreover, it is likely that LOTOS specifications will often be changed and updated, as most
computer files and programs; the latest revision should always be verified, but the interactive aspects
of simulation make this rather difficult and cumbersome.

For these reasons, it is necessary to go beyond mere simulation and develop more powerful techniques
of automated analysis. Some simulators have been enhanced to deal with formal verification [SSC89];
it is not sure, however, that efficient verification can be carried out with the same techniques as those
developed for simulation.

1.1 Model-checking versus proof

The natural approach, for verifying formally programs written in a high-level language like LOTOS,
would be based on source level analysis. This general idea relies on the intuition that properties can
be proven more easily at the highest abstraction level. As far as LOTOS is concerned, this idea is even
more plausible, because LOTOS is a functional language, using clean concepts borrowed from process
algebras and abstract data types, with a simple and well-defined semantics.

This should allow to develop formal methods taking advantage of the algebraic structure of LoTOS
programs, considered as terms. For instance, there have been studies on the application of algebraic
transformations and theorem proving techniques to LOTOs programs [AF88] [Boo89]. These approaches,
despite their “mathematical flavor” have major flaws:

e the efficiency of existing theorem provers is not sufficient, because of the intrinsic complexity
of the underlying decision algorithms and the inadequacy of current computer architectures for
symbolic computations.

e proof techniques used for sequential programs cannot be efficiently transposed to parallel pro-
grams, due to the fact that many useful properties cannot be verified in a “compositional” way,
since they rely on a knowledge of the system’s global state.

e the exploitation of these techniques strongly depends on user’s skills. Full automation is not
possible since most steps of the proof require inventive intervention from the user.

For these reasons, proof techniques have only been illustrated in small examples of limited practical
interest. An alternative solution is model-checking (also called exhaustive simulation or reachability
analysis). In this approach LOTOS specifications are translated, when it is possible, into state/transition
models which describe, possibly modulo some abstractions, the execution sequences. There are strong
arguments in favor of model-checking:

e in the general case, the verification problem is not tractable, since properties expressing require-
ments to be verified may not be decidable. In fact, most significant properties of concurrent
systems (such as termination, liveness, deadlock freedom, fairness, ...) are not decidable in gen-
eral. However, if the system has only a finite set of states, every property is decidable. Under this
assumption, model-checking appears more appropriate than theorem proving, since it is practi-
cally more efficient.

e verifying properties at source level for high-level languages does no seem to be realistic, since
the set of language constructs is generally not minimal from a semantic point of view, due to
the existence of non-primitive constructs provided for expression convenience. It is therefore
preferable to carry out semantic analysis at some lower level. Most compilers, for instance, do
not perform static analysis and code optimization at source-level, even for high-level languages;
they generally operate on low-level forms: tuples, basic blocks, flow graphs, use-def chains, ...

e whatever verification method is chosen, one must evaluate properties on value expressions (such as
deciding whether a boolean guard is true or not, for instance). Model-checking techniques avoid
formal manipulation and comparison of algebraic terms, and the subsequent loss of efficiency,
because they only operate on closed terms, in which variables are bound to known values.

To get rid of symbolic variables in value expressions, value flattening is applied to first-order
terms: for a given variable, each possible value must be considered. For instance, given the LOTOS



behavior “choice X :BOOL”, it is necessary to analyze both cases (X = false) and (X = true),
such that further occurrences of variable X can be replaced by a single value, false or true.

These general principles are applied in CESAR, but not in a too restrictive way. For example, CESAR
performs source level transformations during the expansion phase (see section 3.2) and allows the user
to prevent value expansion, whenever it can be avoided (see section 4.3).

1.2 The graph model

When verification is performed by model-checking, the choice of the appropriate model relies on the
dynamic semantics of the language. The control part of LOTOS is based on a process algebra. The
terms of this algebra (behavior expressions) denote parallel computations. The rules of LOTOS opera-
tional semantics [ISO88| define a mapping from behavior expressions to labelled transition systems, i.e.,
automata, called here graphs since they can also be viewed as directed labelled graphs.

It is therefore quite natural to choose graphs as the low-level model on which verification is done.
Fortunately, this well-known model supports a wide range of analysis techniques: graph algorithms,
automata theory results, comparison by using equivalence relations, and evaluation of temporal logic
formulas.

The graph model is described by:
e a finite set of states
e an initial state,

e a finite set of edges, each edge consisting of:
— an origin state,
— a destination state,

— a gate, which can be either a visible gate (i.e., a gate parameter of the LOTOS specification,
declared just after the “specification” keyword), or “i” (i.e., either a gate “i” in the LOTOs
source text, or a internal gate declared by the “hide” operator),

— an offer, which is a list of closed LOTOS value expressions (this list is always empty if the
gate is “i”).

2 Compilation of LOTOS specifications

To verify LOTOS specifications by model-checking, it is necessary to perform some kind of translation
from behavior expressions to graphs. In fact, this translation is also needed whenever one wants to
execute LOTOS specifications. The translation can be more or less explicit, automatical, and complete,
according to the purposes sought:

e for model-checking verification, it is necessary to compute every possible evolution of the system
and generate all the states reachable from the initial state. Finite termination requires detection
of circuits: this is usually done by storing all states in memory and by comparing every new state
to previously encountered ones.

e for interactive simulation, it is not necessary to keep track of all accessible states. It is often
sufficient to store the current state or, if backtracking is allowed, the states which belong to the
path followed from the initial state. If several evolutions are possible from the current state, the
choice is either interactive (by the user) or automatical (according to some selection criteria).

e for test generation, only states on the current path should be kept, but it may be necessary to
visit states more than once.

e for sequential code generation, the LOTOS specification must be translated into a sequential pro-
gram which interacts with an environment. At run-time, only the current state is needed. In case
of non-determinism, random or interactive choices are made to select an evolution among others.



To summarize, all these activities, despite their apparent differences, share a common task: translating
a LOTOS specification into a graph, even if the whole graph is not built. They mainly differ in two
points: the choice of states which are kept in memory, and the choice of successor states to be explored
from the current state.

It is therefore likely that an efficient translation technique from behavior expressions into graphs can
lead to significant progress in model-checkers, simulators, test generators, and code generators for
Loros.

2.1 Compilation versus interpretation

The reference definition of LoTOs [ISO88] describes the semantics of behavior expressions by means of
a derivation system, which defines how the labelled transition system corresponding to a given LOTOS
specification can be generated. It provides a set of rewrite rules that specify the initial state, as well
as every possible transition from a given state.

This dynamic semantics of LOTOS is operational: it can be interpreted by some machine to generate the
graph corresponding to a LOTOS specification. Some LOTOS tools take advantage of this, by giving these
rules to a term-rewriting engine, which can be either general [AF88] [Boo89] [NQS89], or specifically
designed for LoTos [MdMS88]; some other tools rely on ProLoG [BC88|] [GL88|. These approaches
are straightforward and directly ensure the correctness of the translation, but they suffer from lack of
efficiency:

e the determination of possible evolutions from a given state is slowed down by the fact that no
efficient technique exists to find redexes in a LOTOS algebraic term.

e astate of the graph is naturally represented by a behavior expression, which is a term of the LOTOS
process algebra. This generally requires large amounts of memory, even if only the current state
is stored. Depending on the size of the LOTOS specification, it may not be possible to keep many
states in memory.

e to detect circuits in the graph, in the case of model-checking, it is necessary to compare the current
state to the previous ones. Determining whether two syntactically different behavior expressions
denote the same state is undecidable; therefore, any comparison criterion can be only a sufficient
condition. Simulators usually rely on syntactical identity [GL88], which is probably not strong
enough. It seems not easy, anyway, to give a comparison criterion, both precise and practically
efficient, which operates at the level of behavior expressions.

The performances of this approach may be found sufficient for interactive simulation, but not for
verification, which has much stronger requirements. For this reason, CESAR does not use the reference
semantics of LOTOS as a basis for direct implementation. It does not use rewrite techniques either. It
is based on a completely different translation scheme, which provides a common and efficient algorithm
for simulation, verification, test and code generation purposes.

For achieving significant performance gains, the basic idea is to discover computations performed many
times that could be done only once. This naturally leads to replacing the interpretation scheme by
a compilation scheme: graph generation should be divided into compile-time and run-time phases.
Whenever possible, computations should be performed statically (at compile-time), and not dynamically
(at run-time). This means that computations executed several times at run-time should be shifted to
compile-time and would have their results saved in memory to be available at run-time.

These differences appear clearly, for instance, in the way rendez-vous are handled. The aforementioned
LoTos tools follow the interpretation scheme, having only a run-time phase relying on rewriting tech-
niques: at each step, it is necessary to determine possible rendez-vous, although these computations
may have already been done at previous steps. On the opposite, CESAR is based on a compilation
scheme: a significant part of rendez-vous computations is done only once, at compile-time.

2.2 The network model

According to the compilation principle, LOTOS specifications should not be directly translated into
graphs; stepwise transformations should be generated instead. It is therefore necessary to design an



intermediate-level semantic model between LOTOS and the graph model in the translation process.
Translation from LOTOS to this model corresponds to compile-time, whereas translation from this
model to the graph is run-time. This model should satisfy the following properties:

o first of all, it should allow to store information determined at compile-time (pre-computed rendez-

vous, for example).

it should be expressive enough to represent all behaviors that can be described in LoTOS, or at
least a large subset of them, sufficient in practice.

it should provide a compact representation of control and data flow, unlike the graph model
whose complexity may be very high, since all possible execution sequences are represented. This
implies in particular that the expansion theorem (i.e., LOTOS algebraic rules which express par-
allel composition in terms of sequential composition and non-deterministic choice), as well as
value flattening (described above), must be applied only at run-time, but not when building the
intermediate model.

A Dbrief examination of existing models and languages for concurrency, with respect to these criteria,
leads to the following conclusions:

e formalisms making use of shared memory (such as semaphores, monitors, critical sections, ...)

This

seem to be inappropriate for LOTOS.

extended communicating automata (also called abstract machines) are not powerful enough to
meet both the second and the third of the above criteria, about the expression of parallel compo-
sition. They are well-adapted to languages such as CSP or ESTELLE, which describe the parallel
execution of sequential processes, but not to LOTOS where any combination of sequential opera-
tors (i.e., sequential composition, non-deterministic choice, ...) and parallel operators is allowed.
Problems arise when communicating automata are used as an intermediate model for LOTOS:
either behaviors like “By [1 (B ||| Bs)” cannot be compiled [Dubg9], or the expansion the-
orem must be used in order to compute the product automaton corresponding to “By ||| Bs”
in which case the complexity of the intermediate model can grow exponentially [NQS89].

using Petri Nets solves this problem, since they allow to combine sequentiality, parallelism and
non-determinism in a compositional way. A Petri Net is generally much smaller than the cor-
responding graph, since it allows to avoid the interleaving expansion. Moreover it appears that
LoTos rendez-vous can be directly expressed with Petri Nets synchronization features. Several
algorithms have been proposed for translating the control part of LOTOS into standard Petri Nets
[ML88] [BvB90], but they do not take variables and value expressions into account. A survey of
the relationships between process algebras, automata and Petri Nets can be found in [Tau90].

of course, standard Petri Nets are not powerful enough for LOTOS, since they only describe control
aspects. To handle values, it is necessary to extend the Petri Net model by adding a data part, for
defining and manipulating variables. The intermediate model used in CESAR has global variables,
and its transitions are labelled by conditions and actions on these variables.

intermediate model, called network, is described by:
a finite set of variables,

a finite set of Petri Net places,

an initial place,

a finite set of Petri Net transitions, each transition consisting of:
— a set of input places,

— a set of output places,

[Sgun ) [P}

— a gate, which can be either a visible LOoTOS gate, or “7”, or “c”,

— an offer, which is a list whose items have either the form “!'V?” where V is a value expression,
or the form “?X :S5” where X is a variable and S a sort (this list is always empty if the gate

[3n}) [1P))

is “77 or “€”),



— an action, which is any sequential or collateral composition of primitive actions. A primitive
action can be:
x either the null action “none”,
% or a (vectorial) assignment “Xy,.. X, :=Vp,...V,,” of value expressions Vj,...V,, to vari-
ables Xy, ...X,, respectively,
% or a condition (also called guard) “when V” where V' is a boolean value expression,
x or an iteration “for Xy among Sy” of variable X over the domain of sort Sj.

e a set of units, which determines a partition of the set of places. Intuitively each unit is a subset of
places which represents a sequential behavior. A unit can also be hierarchically refined into sub-
units to express that the corresponding behavior is composed of several concurrent sub-behaviors.

For instance, the following network A/ contains three sequential components running in parallel: a
server computes a function Y = F(X) alternatively for two clients, which send computations to the
server and receive results. Places and transitions are represented by circles and rectangles, according
to Petri Net graphical conventions; dashed boxes are used to represent units.
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The rules for translating a LOTOS specification into a network are given in section 3.3. Those for
translating a network into a graph are presented in section 3.5.

The network model is characterized by a static control structure: it describes a fixed set of tasks,
with a fixed set of variables, communicating via a fixed set of gates. It is obvious that some dynamic



features (e.g., dynamic creation and destruction of tasks, variables, and gates) cannot be expressed in
this framework. It is therefore not possible to translate any LOTOS specification into this model. The
following syntactic restrictions, named static control constraints, must be satisfied: it is not allowed
that a process recursively instantiates itself (even transitively), either on the left- or right-hand side of
an operator “| [...] 1”7, or in an operator “par”, or on the left-hand side of an operator “>>” or “[>”.

3 Architecture of the CAESAR system

The CESAR system translates LOTOS specifications to networks and graphs by using successive steps.
Its functional architecture can be described as follows:

LOTOS spec.

analysis

LOTOS tree

i

expansion
compile-time
SUBLOTOS tree
generation
optimisation
simulation run-time

3.1 The analysis phase

The front-end part of the tool performs syntactic analysis, by using the compiler-generator SYNTAX!
and full static semantic analysis. It conforms, as much as possible, to the definition of LOTOS given
in the ISO Draft International Standard. As a result of this analysis phase, an abstract syntax tree is
built.

3.2 The expansion phase

The translation from LOTOS to the network model is divided into two successive phases, named expan-
sion and generation, communicating via an intermediate form, called SUBLOTOS, which can be seen as
a subset of LOTOS.

The expansion phase translates LOTOS behavior expressions into SUBLOTOS ones in a bottom-up way,
according to syntax-directed rules defined by structural induction on LOTOS behavior expressions:

ISYNTAX is a trademark of I.N.R.I.A.



e all occurrences of LOTOS operators “par” and “choice” on gates are replaced by equivalent
expressions in terms of “[1” and “| [...]|”, respectively.

e all occurrences of LOTOS operators “| | |7, “exit”, “>>...accept” are replaced by equivalent forms
making use of parallel composition, hiding, and rendez-vous, where the role of the termination
gate “0” is explicited.

e non-recursive LOTOS processes are developed “in-line”, i.e., process instantiations are replaced
by process definitions, with appropriate substitution of actual gate parameters to formal ones.
This transformation is correct with respect to LOTOS semantics, except if several actual gate
parameters are identical, in which case CHESAR issues a warning diagnostic; fortunately, this
situation seldom occurs in practical examples.

e recursive LOTOS processes are also developed “in-line”, until actual gate parameters are found to
be identical to formal ones. This transformation always terminates if static control constraints
are assumed.

Expansion ensures that all SUBLOTOS gates are “constants”, i.e., SUBLOTOS dynamic semantics is free
from gate relabelling notion.

3.3 The generation phase

The generation phase translates SUBLOTOS behavior expressions into corresponding network fragments
by bottom-up synthesis. The translation rules are defined by structural induction on SUBLOTOS behav-
ior expressions. Given a SUBLOTOS behavior expression B and a place (g, these rules allow to construct
the network corresponding to B with Q¢ for initial place. This network is graphically represented as

follows:
Q9

The network corresponding to a behavior B is recursively built from the sub-networks corresponding
to the sub-behaviors contained in B:

@, ”

e the generation algorithm for sequential operators “stop”, “;”, and “[]” is similar to non-
deterministic automaton construction for regular expressions [ASU86, p. 121-125].

— the network corresponding to “stop” has only one place, (g, and no transition (see figure 1).

— the network corresponding to “G O, ...0,, [Vp1 ; By” is obtained by creating a new place
Q1, generating the network corresponding to By with ()1 for initial place, and creating a
transition from @y to @1, whose gate is GG, whose offer is Oq,...0,, and whose action is

7R

“when V)" (see figure 2). The translation is slightly more complex when the operator
comes from the expansion of an operator “>>” or “exit”.

— the network corresponding to “B; [1 Bsy” is obtained by generating both networks corre-
sponding to By and By with @ for initial place (see figure 3).
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figure 1 figure 2 figure 3

e operators “->", “let”, and “choice” on values, are translated into e-transitions whose actions
are, respectively, conditions, assignments, and iterations.

— the network corresponding to “[V] -> By” is obtained by creating a new place ()1, gener-
ating the network corresponding to By with @, for initial place, and creating an e-transition
from Qo to Q1 whose action is “when V4” (see figure 4).

— the network corresponding to “let Xo:S5p=Vy in By” is the same as the former, but the
action of the e-transition is “Xg:=V5” (see figure 5). If the “let” operator defines several
variables, the action is the collateral composition of the corresponding assignments.

— the network corresponding to “choice Xg:Sy [1 By’ is the same as the former, but the
action of the e-transition is “for X, among V;” (see figure 6). If the “choice” operator
defines several variables, the action is the collateral composition of the corresponding itera-

tions.
Q) Q) Q)
—— Whef’] Vo —— Xo:szvo E —— for Xo ainong So
Q) Q) Q)
figure 4 figure 5 figure 6

e translation of parallel operators is performed in two steps. First, concurrency is expressed by
creating a fork transition, i.e., an e-transition which starts several concurrent behaviors. Then
synchronization and communication are expressed by merging all transitions which may engage
in rendez-vous.

The network corresponding to “B1 | [Gy,...G,]1|Bs” is obtained by creating two places ()1 and
@2, generating the networks corresponding to By and By with Q1 and Q2 for initial places, and
creating a fork e-transition with action “none” from Qg to ()1 and QJ2. Two units are also created
to encapsulate the places of the networks corresponding to B (including Q1) and By (including
QQ2) respectively; this implies that the decomposition of a network into units is not determined
by process definitions, but according to parallel composition operators.



Two transitions 77 and T5, respectively contained in the networks corresponding to B; and Ba,
must be merged if they have the same gate G belonging to {Gl, ...G,, } and offers of the same sort.
Merging transitions 77 and 75 is done by replacing them by a single transition 7" from the input
places of T and T» to the output places of T7 and T5, whose gate is G. The offer and action of

T are defined as follows, depending on the respective offers O; and Os and actions A; and As of
T1 and TQI

— for value matching, i.e., when Op has the form “!V;” and O, has the form “!'V5” the offer
of T is O; and the action of T is the condition “when V;=V5" followed by the collateral
composition of A7 and As.

— for wvalue passing, i.e., when O; has the form “?X;:5” and Oy has the form “!V5”, the
offer of T" is Oy and the action of T is the assignment “X;:=V;” followed by the collateral
composition of A; and As. A symmetrical scheme is applied when O; has the form “!V;”
and Oy has the form “?X5:5”.

@ ©

becomes ]
! (X1:=V5) ; (Ar & Ay)

@ ©

— for value generation, i.e., when O; has the form “?X;:5” and O has the form “?X5:5”, the
offer of T is O and the action of T is the assignment “X;:=X5" followed by the collateral

composition of A7 and As.
Q@ @
— G ?2X,:S G ?2X,:S

becomes ]
(X1:=X2) s (AL & Ap)

@ ©

This scheme is general enough to handle all features of LOTOS rendez-vous. It can be easily
generalized to the case where T} and T have zero or more than one offers. The n-ary rendez-vous
is naturally handled by repeatedly applying this scheme to each parallel operator.



The translation is somewhat different if the parallel operator comes from the expansion of an
operator “>>”. Although sequential composition appears in LOTOS as a particular case of parallel
composition, it is not necessary, in such case, to create a fork transition, nor units. Merging
transitions with the termination gate “6” is sufficient to express sequentiality.

e translation of the hiding operator does create neither places nor transitions, but it modifies the
gates, the offers, and the actions of the transitions to be hidden, which prevents these transitions
to be merged at some later stage.

The network corresponding to “hide Gy,...Gy, in By” is obtained by generating the network
corresponding to By with @ for initial place. Then, for each transition T' with a gate G belonging
to {Gop,...Gp}, with an offer O and an action A, the following transformation is applied:

— if O has the form “!'V”  the gate of T is replaced by 7, its offer is removed and its action

remains unchanged.
E E
GV T
PN e becomes [— — A
@ @

— if O has the form “?X :S5” the gate of T is replaced by 7, its offer is removed and its action
is replaced by the iteration “for X among S” followed by A. This expresses flattening of
all possible input values for X.

© ©
G ?2X:S T
A I becomes (forXamongS);A
© ©

e translation of the disabling operator “[>” is done by creating e-transitions from the places of
the disrupted behavior to the initial place of the disrupting behavior. The scheme becomes more
complex when the disrupted behavior contains concurrent sub-behaviors, but it remains feasible
under static control assumptions.

e translation of process instantiation depends on the fact that the instantiation is recursive or not.
If not, a new place )1 is created and the network corresponding to the behavior of the instantiated
process is generated with @ for initial place. Otherwise, this network has already been generated
and let also Q1 be its initial place. In both cases, an e-transition from Qg to ()1 is created, whose
action is a vectorial assignment of the actual value parameters to formal ones.

3.4 The optimization phase

Networks generated from SUBLOTOS behavior expressions are generally not optimal (i.e., they do not
have a minimal number of places, transitions, and variables), because they are built in a systematical
and compositional way. The optimization phase solves this problem by applying a list of optimizing
transformations on networks. These transformations take into account both control and data flow
aspects:

e as for control, local Petri Net optimizations are applied in order to reduce the number of places,
transitions, and units. Special efforts are made to remove as much e-transitions as possible, which
greatly improves speed at run-time.

e as for data, global data-flow analysis techniques are used to perform standard optimizations, such
as removing unused variables, eliminating useless assignments, folding constants, and evaluating



constant guards statically. CESAR can also find sufficient conditions proving that two variables
are equal, or that the value of a variable is constant, which reduces the number of variables.

All these optimizations are practically effective, due to the fact that the network model is simple enough
to allow efficient and precise static analysis. This is even more true in the case of networks generated by
CAESAR, which have interesting properties, as they are obtained from descriptions written in a high-level
functional language.

3.5 The simulation phase

Th