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Abstract—Simulation, a common practice to evaluate autonomous vehicles, requires to specify realistic scenarios, in particular critical ones, occurring rarely and potentially dangerous to reproduce on the road. Such scenarios may be either generated randomly, or specified manually. Randomly generating scenarios is easy, but their relevance might be difficult to assess. Manually specified scenarios can focus on a given feature, but their design might be difficult and time-consuming, especially to achieve satisfactory coverage. In this work, we propose an automatic approach to generate a large number of relevant critical scenarios for autonomous driving simulators. The approach is based on the generation of behavioral conformance tests from a formal model (specifying the ground truth configuration with the range of vehicle behaviors) and a test purpose (specifying the critical feature to focus on). The obtained abstract test cases cover, by construction, all possible executions exercising a given feature, and can be automatically translated into the inputs of autonomous driving simulators. We illustrate our approach by generating thousands of behavior trees for the CARLA simulator for several realistic configurations.

Index Terms—Behavior trees, CARLA simulator, Formal methods, Input-output conformance, Scenario generation, Test purpose

I. INTRODUCTION

AV (Autonomous Vehicles) are complex and safety critical systems. Although their main objective is to propose a safer alternative to human-driven cars, in the last years autonomous cars were involved in several accidents, some of them even fatal (e.g., the ones of a Uber car in 2018 and a Tesla in 2019[3].) To prevent these accidents, all the components of an autonomous vehicle—which include both the sensors (e.g., LiDAR, cameras, GPS, etc.) and the algorithms that are behind the perception, decision making and control modules—need to be thoroughly tested to ensure they handle critical situations even better than human drivers. To avoid taking unnecessary risks, and because such critical situations are unlikely to happen—at least frequently enough—in real road traffic situations, a common and essential[9] practice is to reproduce these critical situations in a simulator, such as CARLA[7]. However, these scenarios to drive a simulator need to be specified. Two techniques are used currently: constrained random generation and manual specification[21]. Randomly generated scenarios can be easily produced, but their relevance might be difficult to assess, since they can present a high level of redundancy, which is hard to detect and strongly limits their coverage[21]. On the other hand, manually specifying a large number of scenarios is extremely time consuming and a satisfactory coverage of all possible situations is hardly achievable.

In this work we propose to apply formal methods to automatically generate scenarios, which are guaranteed to be relevant for testing AV’s behaviour in a particular situation (e.g., collision, near miss, etc). More precisely, we will use a conformance testing tool to generate scenarios from a formal model and a test purpose characterizing the situation. The formal model is specialized to a given configuration, which includes a scene map and several actors with their initial positions and constraints on their trajectories. Precise trajectories of the actors will be automatically induced by the generated scenarios. In general, each test purpose will yield several scenarios, with guarantees to cover all relevant variations of the behavior related to the test purpose. These scenarios are then automatically transformed to be used as input for a driving simulator. To ensure the generation of relevant and critical scenarios, test purposes (e.g., reaching a collision) and test configurations can be defined
based on critical situations emerging from road accident data \cite{6}. We illustrate our approach with CARLA by providing a method to translate the scenarios into behavior trees. Our approach is evaluated on ten configurations, involving three scene maps (T-crossing, highway, and X-crossing) and various actors, for which we generated several scenarios featuring collisions of the AV with other actors, near-misses of such collisions, and arrivals at the destination.

The rest of the paper is organized as follows. Section \ref{related-work} compares our approach to existing ones for scenario generation in driving simulators. Section \ref{methodology} gives a bird’s eye view of our approach. Section \ref{evaluation} illustrates the application of our approach on several configurations. Finally, Section \ref{conclusion} gives some concluding remarks and future work directions.

### II. RELATED WORK

Although AV scenario generation approaches have been intensively studied \cite{21}, current methods never test the complete ODD (Operational Design Domain) of the AV, but rather restrict scenarios to specific configurations, such as highway overtaking or an urban intersection. Hence, the testing methods can neither verify the full safety of the AVs nor be used at industrial scale, as they do not guarantee a complete coverage of the ODD.

A common way to create interesting and critical AV scenarios is to start from an existing abstract and parameterized scenario, from which several AV scenarios can be generated by choosing the values of the parameters. As not all of them are critical and interesting to run, several studies adopt optimization methods to find critical sets of parameters. The three following approaches use stochastic optimization methods to search the parameters values leading to the corner cases of an abstract scenario. The Matlab toolbox S-TaLiRo implements several optimization methods used in \cite{22} to generate scenarios causing the motion controller of an AV to fail in an overtaking abstract scenario and generating a collision. Bayesian optimization is used by \cite{9} to generate AV scenarios from a parameterized abstract scenario. In particular, to find the values of these parameters that cause collision between a car and a pedestrian, the optimization method also exploits the feedback from the simulated execution of the previously generated scenario. An AEB (Automatic Emergency Braking) system is tested in \cite{13} using constrained randomization techniques to generate AV scenarios from an abstract scenario and then converge to critical AV scenarios by reducing the constraints. Our approach generates the actors behaviors (like car trajectories), thus we do not use an abstract scenario with predefined and parameterized behaviors as input. Additionally, our approach can generate several different scenarios covering better the many possible outcomes of an abstract scenario.

\cite{1} and \cite{14} relate the criticality of a scenario to the dimension of the solution space, defined as the control space that does not lead to a collision. The solution space is computed using reachability analysis. \cite{14} uses an evolutionary algorithm to find the best parameters (speeds, initial positions, etc.) of an existing scenario to minimize the solution space, while \cite{11} uses optimization techniques by modeling the generation problem as a quadratic problem with constraints. In contrast, our approach does not start with an existing parameterized scenario to then increase its criticality. We can generate this scenario based on an abstract scenario, and one could generate our scenarios as an input for these approaches.

\cite{16} proposes a different method to test an AEB system by defining an ontology based on the ODD of the AEB system, and then by using a combinatorial test generation approach to create AV scenarios from the ontology. A machine learning-based approach is also used to increase the criticality of the scenarios by exploiting the result of the already simulated scenarios. In contrast, our approach is used on several abstract scenarios while the ontology is associated to one abstract scenario of AEB testing. In addition, the complexity of the scenarios depends on the number of parameters and their value range in the ontology, and so this approach depends more on heavily parameterized scenarios than our approach. Machine learning is also used to create realistic and critical scenarios. In \cite{6}, a neural network generates safety-critical AV scenarios from an abstract scenario of an urban intersection. The obtained scenarios are modeled as series of probability distributions, from which a final one is sampled and run on CARLA. \cite{15} uses a generative adversarial network, trained on a dataset of vehicle trajectories on a highway, to generate realistic lane change trajectories. While learning-based generators are limited to what they learned, our approach does not have standard machine learning drawbacks, does not require long training, does not over fit the training data, and hence can generalize to new domains, i.e., we can include new configurations at inference time. Most importantly, our approach comes with guarantees that the generated scenarios are diverse (i.e., different trajectories), and all relevant to the AV’s behavior in a given event (specified in the test purpose).

### III. METHODOLOGY

Figure \ref{flow} gives an overview of the proposed flow. Its first input is a configuration defining the scene with its objects and their behavior, from which a formal model and a corresponding CARLA configuration are derived. The second input is a test purpose, describing the intent all test cases should focus on. From these inputs, we automatically compute a comprehensive test suite, and translate each generated test case into a behavior tree to drive the CARLA simulator. The subsequent sections present these steps, which are all fully automatic, besides the two steps represented by dotted lines, i.e., deriving a formal model and a CARLA configuration. To ease the latter two steps, we provide libraries factoring common parts.

#### A. Formal model of a scene

We focus on scenes with an ego vehicle, called car, moving around in the scene towards a goal or destination position, trying to avoid any collision with the obstacles. The car features sensors (e.g., camera, LiDAR, etc.) enabling it to perceive its environment. Obstacles represent the different hazards that may disturb the progression of the car. There are two kinds of obstacles: the static, fixed ones (e.g., buildings, trees, parked cars, etc.), and the dynamic, moving ones (e.g., cars, cyclists, pedestrians, etc.). The trajectories of dynamic obstacles can be
To formally model the behavior of such a scene, we use LNT \cite{4,11}, a language equipped with a formal semantics rooted in concurrency theory and a syntax close to classical programming languages. Actors (car and moving obstacles) are represented as concurrent LNT processes that interact by means of multiway rendezvous \cite{5,12}, enabling synchronization and communication. Each actor process has a local copy of the map, to ensure that its moves obey the laws of physics. The current status of the map is handled by a map manager process, in charge of maintaining a consistent ground truth. When moving, each actor sends its new position to the map manager, which updates the map and broadcasts it to all actors. This allows to represent moves to any adjacent cells (including diagonals) or even farther cells. The scenario terminates when either the car arrives at its destination, or a collision occurs: in these cases, the model will perform one of the special actions ARRIVAL or COLLISION and then stop immediately. This implies that an execution sequence of the model will never contain both, a collision and the arrival of the car at its destination.

LNT has an interleaving semantics, in which actions are considered atomic and two different actions cannot be observed simultaneously. To connect to a simulator where moves take some time and can thus happen concurrently, we introduce a notion of discrete time and add a scheduler process, which generates special TICK actions and ensures that all actors move at most once between two ticks. Thus, all moves between two TICK actions can be executed in parallel in the simulator. The scheduler also enforces a fixed order of execution of the actors between two TICK actions, which prunes redundant interleaving of actor executions and makes the subsequent analyses more efficient.

To facilitate the handling of various configurations, the LNT model of a configuration is split in two different parts: a generic part, defining types, functions, and processes common to all configurations, and a particular part, defining the constants characterizing the considered configuration. The latter part defines in particular the two dimensions of the rectangular grid, the initial grid (indicating any static obstacles), the number of obstacles, as well as the initial position and behavior of all actors (car and obstacles).

The behavior of the car is defined as a sequence of actions, specified by the speed and direction of move. When all actions of the sequence have been performed, the car has arrived at its destination. The behavior of an obstacle is defined in the same way, with three extensions. First, an obstacle may choose not to move (between two TICK actions). Second, an obstacle may perform a random move, where the direction is chosen arbitrarily (respecting the physical constraints of the scene and avoiding collisions). Third, rather than stopping, an obstacle

---

**Fig. 2: Scene map of a urban road crossing**

(a) Ground truth grid

(b) CARLA simulation

---

predefined or (partially) left random to leave more room for varying behavior. Both kinds of obstacles can be transparent, in which case the sensors of the car can perceive the status of the cells behind the obstacle, so as to enable taking into account the difference between, e.g., a ball and a truck.

Considering a discrete, two-dimensional projection, we represent the map of a scene as a grid composed of cells, which can have one of the three different values: free, occupied by the car, or occupied by an obstacle. This discrete modeling helps to keep the size of the model tractable (note that the grid resolution can be made finer at the price of increased computing resources). The grid represents the ground truth under ideal conditions and is updated at each move of one of the actors (the car or a moving obstacle). Figure 2(a) shows the grid of a road-crossing scene. The buildings delimiting the two roads are represented as immobile obstacles (cells marked “I”) and the car is denoted by the cell marked “C”. The scene also comprises two moving obstacles (cells marked “M”): another vehicle in front of the car, and a pedestrian crossing the trajectory of the two vehicles. The cell of the pedestrian is depicted in a lighter color than the one of the other vehicle to indicate that the pedestrian is considered transparent and does not obstruct the view on the cells behind. A screenshot of a corresponding CARLA simulation is shown in Figure 2(b).

We consider a car equipped with a LiDAR. For each configuration of the ground truth, the model can compute the perception grid, corresponding to the ideal expected output of the perception algorithm fed with the car’s LiDAR input. We model the perception as a grid centered around the car, indicating whether a cell is free, occupied, or unknown (hidden from view). For each occupied cell, the perception also contains information whether the cell was occupied before, enabling to detect car or obstacle moves.

To formally model the behavior of such a scene, we use LNT \cite{4,11}, a language equipped with a formal semantics rooted in concurrency theory and a syntax close to classical programming languages. Actors (car and moving obstacles) are represented as concurrent LNT processes that interact by means of multiway rendezvous \cite{5,12}, enabling synchronization and communication. Each actor process has a local copy of the map, to ensure that its moves obey the laws of physics. The current status of the map is handled by a map manager process, in charge of maintaining a consistent ground truth. When moving, each actor sends its new position to the map manager, which updates the map and broadcasts it to all actors. This allows to represent moves to any adjacent cells (including diagonals) or even farther cells. The scenario terminates when either the car arrives at its destination, or a collision occurs: in these cases, the model will perform one of the special actions ARRIVAL or COLLISION and then stop immediately. This implies that an execution sequence of the model will never contain both, a collision and the arrival of the car at its destination.

LNT has an interleaving semantics, in which actions are considered atomic and two different actions cannot be observed simultaneously. To connect to a simulator where moves take some time and can thus happen concurrently, we introduce a notion of discrete time and add a scheduler process, which generates special TICK actions and ensures that all actors move at most once between two ticks. Thus, all moves between two TICK actions can be executed in parallel in the simulator. The scheduler also enforces a fixed order of execution of the actors between two TICK actions, which prunes redundant interleaving of actor executions and makes the subsequent analyses more efficient.

To facilitate the handling of various configurations, the LNT model of a configuration is split in two different parts: a generic part, defining types, functions, and processes common to all configurations, and a particular part, defining the constants characterizing the considered configuration. The latter part defines in particular the two dimensions of the rectangular grid, the initial grid (indicating any static obstacles), the number of obstacles, as well as the initial position and behavior of all actors (car and obstacles).

The behavior of the car is defined as a sequence of actions, specified by the speed and direction of move. When all actions of the sequence have been performed, the car has arrived at its destination. The behavior of an obstacle is defined in the same way, with three extensions. First, an obstacle may choose not to move (between two TICK actions). Second, an obstacle may perform a random move, where the direction is chosen arbitrarily (respecting the physical constraints of the scene and avoiding collisions). Third, rather than stopping, an obstacle
may restart the execution of its behavior sequence. In the current version of the model, the actors occupy a single cell and can turn as they wish. In principle, it is possible to refine the model and add constraints to represent rules of the dynamics (e.g., turning in at least \( x \) cells).

The LNT model is compiled into an automaton (state-transition graph) using the compilers of the CADP toolbox [10]. To generate tests from this automaton, we must specify which of its actions (i.e., transition labels) are considered as inputs or outputs. In our case, only the moves of the actors are inputs (to control the simulation), all the other actions being outputs (to observe the progress of the simulation), e.g., ground truth map, perception, detection of a collision, and arrival of the car. In the sequel, we will denote by “model” either the LNT description or its underlying automaton, since both represent the same behavior, albeit at different abstraction levels.

The model was validated using the CADP tools to ensure that it represents the desired scene and behaviors of the actors. Besides interactive simulation of the model (exploring back and forth the transition sequences from the initial state), we also checked the temporal logic property stating that a terminal state will be eventually reached. Thus, we can hide—and reduce the model—albeit at different abstraction levels.

The model was validated using the CADP tools to ensure that it represents the desired scene and behaviors of the actors. Besides interactive simulation of the model (exploring back and forth the transition sequences from the initial state), we also checked the temporal logic property stating that a terminal state will be eventually reached.

B. Computation of a Complete Test Graph

To obtain test scenarios focused on specific situations, we apply the conformance testing tool, which generates interaction scenarios with the simulator—in their simplest form, a sequence of transitions. As shown in Figure 1, we first extract a CTG (complete test graph) from the model and a TP (test purpose) using the TESTOR tool [18]. A TP is an automaton with special “ACCEPT” labels characterizing the states to be reached by the scenario, and a CTG is an automaton that contains all transition sequences leading to these states.

As an example, Figure 3 shows a TP to generate scenarios leading to a collision of the car with a pedestrian. This TP has two states and two transitions, requesting to reach (after an arbitrary number of transitions) a collision, represented by a transition labeled with “COLLISION PEDESTRIAN”.

When computing a CTG, only the transitions corresponding to a controllable input or observable output of the SUT (system under test, in our case the CARLA simulator) are necessary. Thus, we can hide—and reduce the model—all other transitions (e.g., the broadcast of the ground truth map) that are useful for validation, but irrelevant for test generation.

C. Extraction of test cases

In general, a CTG contains states for which several inputs can lead to a successful run. Thus, we apply the techniques of [19] to extract a test suite, i.e., a set of TCs (test cases) covering all transitions of the CTG. Each TC is an automaton interacting with the SUT to drive it towards the accepting states specified by the TP. Thus, for a given model, using even a simple TP as the one shown in Figure 3, several different TCs (and hence, scenarios) can be generated. In our setting, all generated TCs are sequences, since from a given state there cannot be two different outputs.

D. Translation of test cases into behavior trees

The TCs extracted from the model and a TP are represented in an abstract form as automata, and must be transformed into a more concrete form to be used as simulation scenarios. This last step is dependent on the simulator considered; we describe below the procedure we developed for the CARLA simulator. A simulation scenario in CARLA begins by initializing the configuration (scene map and placement of actors) symmetrically w.r.t. the formal model, and then specifying the behaviors of the actors. To run a simulation scenario, we use (an extended version of) the scenario_runner feature of CARLA, which takes as input a behavior tree and uses it to control the actor moves during the scenario.

Our procedure to translate a TC into a behavior tree consists of three steps. Firstly, the TC is converted to a textual form, more suitable for parsing. Given that in our setting a TC is always a sequence of transitions, its corresponding text file contains one action per line, ending with a PASS action that denotes the end of the sequence (i.e., the accepting state of the TP). Secondly, the text file is analyzed line-by-line using a shell script, which extracts the necessary information about the moves and new positions of the actors, and produces a JSON file containing an initialization part (declaration of the actors with their initial placement and orientation) and a behavior part describing the sequence of moves for each actor. Thirdly, this JSON file is fed as input to a Python program that parses it, builds a behavior tree in memory using the scenario Runner primitives, and traverses this behavior tree to drive the simulation in CARLA by sending the commands associated to the tree nodes.

Figure 4 shows an example of TC and Figure 5 shows its corresponding behavior tree. To make the simulation smooth and realistic, the moves of the actors between two consecutive TICK actions in the TC are executed simultaneously by encapsulating them in parallel nodes of the behavior tree. These parallel nodes are then encapsulated into one sequential node (the root of the behavior tree) representing the sequence of all simultaneous moves in the scenario.

IV. EXPERIMENTS

We illustrate our approach on several configurations, with different maps and obstacle behaviors. The experiments were performed on the troll cluster of the Grid’5000 platform, i.e., servers with an Intel Xeon Gold 5218 processor and 384 GB of RAM. The CARLA simulations were run on a laptop with an Intel i5-7440HQ, 16 GB of RAM, and an Nvidia Quadro P4000. The simulation was synchronized with CARLA’s scenario_runner to ensure that, for each simulation step, the simulation time was constant and the scenario_runner completed its control loop.

https://github.com/carla-simulator/scenario_runner
TABLE I: Formal models of the considered configurations

<table>
<thead>
<tr>
<th>model</th>
<th>#obst</th>
<th>#lines</th>
<th>states</th>
<th>transitions</th>
<th>time</th>
<th>memory</th>
</tr>
</thead>
<tbody>
<tr>
<td>X-cross-1</td>
<td>2</td>
<td>107</td>
<td>4860</td>
<td>9403</td>
<td>24</td>
<td>744</td>
</tr>
<tr>
<td>X-cross-2</td>
<td>2</td>
<td>104</td>
<td>1848</td>
<td>3432</td>
<td>19</td>
<td>745</td>
</tr>
<tr>
<td>X-cross-3</td>
<td>2</td>
<td>104</td>
<td>3232</td>
<td>6166</td>
<td>19</td>
<td>745</td>
</tr>
<tr>
<td>X-cross-4</td>
<td>2</td>
<td>105</td>
<td>1865</td>
<td>3684</td>
<td>16</td>
<td>745</td>
</tr>
<tr>
<td>near_miss</td>
<td>3</td>
<td>121</td>
<td>18359</td>
<td>38753</td>
<td>252</td>
<td>842</td>
</tr>
<tr>
<td>immobile_car</td>
<td>3</td>
<td>114</td>
<td>34561</td>
<td>70736</td>
<td>7497</td>
<td>14831</td>
</tr>
<tr>
<td>X-cross-rand1</td>
<td>2</td>
<td>107</td>
<td>111401</td>
<td>226558</td>
<td>1483</td>
<td>4490</td>
</tr>
<tr>
<td>X-cross-rand2</td>
<td>2</td>
<td>107</td>
<td>144045</td>
<td>296559</td>
<td>1761</td>
<td>4490</td>
</tr>
</tbody>
</table>

In our experiment, we generated 9700 scenarios in total for testing AV’s behavior in ten different configurations involving four TPs. Importantly, this did not require any prior knowledge about the configurations that lead to realistic scenarios. Instead, such configurations were found iteratively. Indeed, after running the behavior trees in CARLA, we observed unrealistic behaviors (e.g., actors performing discrete moves rather than continuous ones), which allowed us to improve the model by introducing a scheduler.

Another improvement concerns the translation of the discrete (grid-based) moves to the continuous environment of CARLA. When improving our model (for example by adding lane changing and turns at intersection) we had to smooth the trajectories (the motion control of the actors) for more realism. To do so, we represented in the scenario_runner the sequence of grid-based moves as a sequence of waypoints the actors must pass through, following a realistic trajectory obtained by applying PID (Proportional Integral Derivative) controllers at each simulation step.

V. Conclusion

We proposed an approach that exploits behavioral conformance testing to automatically generate, from a formal model and test purposes, scenarios in the form of behavior trees for the
CARLA simulator. Besides being to a large extent automatic, the generated scenarios are guaranteed to focus on specified test purposes, which provide a versatile manner of targeting corner-case situations. The approach has been illustrated on several examples of configurations (scenes and moving actors).

Our approach makes possible the formalization (as test purposes) of safety requirements defined in standards, such as ISO 26262, and the generation of test cases, similarly to [17]. The test cases can be used both for producing simulation scenarios (as we illustrated here) and for assessing the correct functioning of AVs in their environment.

Concerning future work, we plan to extend our approach to take advantage of new AV simulation standards gaining popularity, such as OpenDRIVE for map representation and OpenSCENARIO for scenario description (both already used by CARLA). We also plan to enhance the formal model by including near miss thresholds and the traffic-sign rules, which would make possible a refined scenario selection according to different levels of criticality.
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